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With the development of digital image technology, we can easily obtain a large number of crop growth images. Through effec-
tive analysis of the image, the growth information of crops can be obtained, which can better direct agricultural production. The effi-
ciency of traditional seedling growth monitoring is low, especially in large-scale farmland, which takes a lot of time. Artificial method
timely restricts scientific decision-making of cultivation crops. The progress of machine vision and image processing technology pro-
vides a new way for harmlessly monitoring of crop seedling growth . The results of image analysis can help agricultural producers to
understand the growth of crop seedlings quickly and accurately, so as to take effective management as soon as possible. In this paper,
the images of sunflower seedling collected in farmland environment are taken as the research object. The main research content is to
segment green crops from soil background. Segmentation method of sunflower seedling image based on color features and Ostu
threshold segmentation is proposed. The method is simple in calculation, and can adapt to the segmentation of farmland environment
images, which lays the foundation for crop recognition process. Based on the image recognition results, the algorithm locates the
seedlings. Through the rapid identification of sunflower seedlings, it is possible to fill the gaps with seedlings where the seedlings are
less distributed. On the contrary, if the seedlings are too dense, the number of seedlings needs to be reduced. The algorithm provides
a basis for precise management. The results show that the algorithm with extra green feature can quickly and effectively identify
sunflower seedlings from background, and locate the seedlings based on the image recognition results. This algorithm is not sensitive
to soil moisture and light conditions, and is less affected by crop residual coverage, so it can adapt to different soil environment which
realize the non-destructive monitoring of sunflower seedlings.
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Introduction. With the development of machine vision
and digital image processing technology, agricultural information
management has been realized, and the development of preci-
sion agriculture is a trend (Hamuda et al., 2016; Igbal et al. , 2018;
Nguyen et al. ,2019). Farmland managers can keep abreast of
the crop growth and be provided scientific guidance for the man-
agement of farmland. Various remote devices such as satellites,
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airplanes, or Unmanned Aerial Vehicles (UANs) are used to mon-
itor crops on the farmland through real-time analysis and pro-
cessing of aerial images (Lei et al., 2017; Zhang et al., 2019;
Pena et al. ,2015; Di Gennaro et al. ,2019). Many researchers
use digital image processing techniques to detect the symptoms
of diseases automatically as early as they appear on the growth
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stage of plants. They used different methodologies for the analy-
sis and detection of plant leaf diseases (Khirade et al., 2015;
Singh et al., 2015; Pujari et al. ,2015; Oo & Htun, 2018). With the
development of precision agriculture, it requires to predict the
crop yield with low cost. It can be solved by image processing
technology which makes a correct judgment on the plant annual
yield (Filippi et al., 2020; Tedesco et al., 2020). Recent advances
in technology provide new tools to solve challenging computer
vision tasks such as object detection, which can be used for de-
tecting and counting plant seedlings in the field (Samiei et al.,
2020; Jiang et al., 2019; Feduck et al., 2018; Quan et al.,2019).
Plant seedling detection combines the theory of graphics pro-
cessing and recognition in computer science with possibility of
field automatic work or reseeding and thinning of crop seedlings.

Sunflower is one of the four major oil crops in the world,
it is grown on 25.4 M « ha. The area under this crop in Ukraine is
5.1M « ha. The main sunflower producing areas of China are dis-
tributed in the Northeast, Northwest and North China regions,
with high production potential, and can be expanded to the South-
west, Central South and East China regions (Zhang & Gu, 2018).
With the development of science and technology, new technolo-
gies have played an important role in the production and growth
of sunflower. Some researchers use image processing technol-
ogy to recognize and locate sunflower seedlings, then provides
the theoretical basis for the robot to automatically implement sun-
flower seedling reseeding and thinning operations (Yin et al. ,
2010).

According to different application requirements, crop
recognition based on image processing is researched (Gong,
2014; Chen et al. 2019; Tian et al., 2015). Sun Ming et al. pro-
posed an automatic recognition technology by analyzing the color
images of seedlings, which can identify each radish seedling in
the image (Sun & Ling, 2002). Wang Sile et al. achieved the sep-
aration of green plants from complex background elements by
constructing the decision tree based on HSV and color disper-
sion, and better adapted to changes in the brightness of the field
image (Wang et al. 2015). Ke Qiuhong et al. proposed the method
for extracting green plant areas from digital images, to solve the
interference of soil background in the image and the influence of
different lighting conditions on it, and achieve non-destructive
measurement of plants (Ke et al. , 2013). Zhang Zhibin with col-
leagues adopted RGB color system and proposed the fast seg-
mentation algorithm of ridge and row structure based on color
features (Zhang et al., 2010). Wang Xue and Guo Xinxin pro-
posed the green crop image segmentation method combined with
Ostu method of the largest inter-class variance based on G-R
color features, it can separate green crops from complex soil
background not affected by uneven outdoor light (Wang & Guo,
2018). All these studies improved the recognition effect on crop
images from various aspects, but have not studied the precise
position of crops. The goal of our study is to quickly identify sun-
flower seedlings on digital images and provide position infor-
mation for precision management of farmland.

Materials and methods.

1.1. Sowing method

Sunflower varieties are mainly divided into two types: ed-
ible and oil. Sowing methods differ for them. Sunflower of the oil
type have 70 cm row space and 40 cm plant space. There are
30,000-37,500 seedlings per hectare for ordinary varieties. Dig-
ging holes are used for sowing, the depth of the holes is 3 cm—
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4 cm, and 1-2 seeds are placed on each acupuncture point. After
emergence of plants, seedlings should be checked and supple-
mented timely. When the seedling reaches 2—3 pairs of leaves, it
is necessary to carry out thinning in time.

1.2. Analysis of crop color characteristics

The object color is determined by the reflected light char-
acteristics, and the color of an opaque object depends on the light
color it reflects. The characteristic of the reflection spectrum of
green plants is different from the inanimate soil background, and
this characteristic can be used to distinguish them (Liu et al.
2013).

The current color models used for image processing are
RGB, HIS, YCbCr, etc (Liu et al., 2012). The RGB color space is
composed of three colors — red, green, blue as the primary ones
(Fig. 1). The other colors are formed by mixing of three primary
colors. The HIS color space is composed of hue, saturation, and
brightness, and it is beneficial for human perception. The YCbCr
color space is a relative value of a luminance signal Y and two-
color difference signals: blue relative luminance B-Y and red rel-
ative luminance R-Y.

White

Yellow

Fig. 1. Model of RGB color system.

1.3. Method of image segmentation

Segmenting the seedlings from the background is a key
step in image processing, and the segmentation effect will affect
the acquisition of location information by seedling recognition
system (Zhou et al., 2013). The background segmentation of
color image is generally achieved by grayscale and binarization.
The green plants and the background soil have different charac-
teristics in the three-color components of R, G, and B (Su et al.,
2018). By separating the original image into three independent
primary color dimensions, and then selecting different combina-
tions of color features, each pixel in the image is converted, that
can achieve the purpose of enhancing the contrast between the
target crop and the background soil in the image. Since the orig-
inal colored image is transformed into a grayscale image in this
process, the combination of color features applied in the conver-
sion is called the grayscale factor. According to the color charac-
teristics, the most commonly used method is the extra green one,
which makes use of characteristics that the twice of G value is
greater than the sum of R and B values. The exira green method
extracts the green plant image better. The shadow, withered
grass and soil in the images can be more obviously suppressed,
and the sunflower seedling is more visible in the images. In my
research, two images of sunflower seedlings were selected. First
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image was taken in the dark outside environment (Fig. 2, A), and
the second one was taken in the outside environment with strong

sunlight (Fig. 2, B), so there were some shadows in the images.
There were impurities in the soil background in the two images.

(A) Sunflower seedling 1

(B) Sunflower seedling 2

Fig. 2. Sunflower seedlings.

According to the characteristics of the Color eigenvalue
of green crops in farmland, method of weighting grayscale image
is adopted. The calculation formula is as follow (1) :

Gray(x, y) =WR(X, y) + W,G(x, y) + W B(X, y) 1)

Gray(x,y) represents the gray value of pixels of

x.y) . R(Y)  GOY) | B(XY) are the three color com-

ponents of the input RGB color images. W W,

W
+ denotes

the coefficients of each component, their values are "+ = _1.

W,=2 W, ==1" o5 the formula is showed as (2).

Gray(x,y) =2G(x,y)-R(x,y)=B(xy) ()

Using formula (2) to gray the image, the gray image is
shown on Fig. 3.

Fig. 3. Grayscale images.

The color image has been converted into a gray image
after being processed by the grayscale factor. In this image, the
difference between the gray value of the green plant and the gray
value of the background soil is obvious. Therefore, the image

x 10"

threshold segmentation method can be used to achieve the
recognition of green plants. Threshold segmentation methods in-
clude fixed threshold method and adaptive threshold method.
The gray histogram of the two images are showed on Fig. 4.
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Fig. 4. Gray histogram of image.
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The grayscale histogram has obvious bimodality and is
suitable for thresholding, as long as the threshold is taken at the
valley directly between the two peaks. Due to the influence of out-
door sunlight, the value at the trough is variable for each image,
and a fixed threshold cannot be determined to segment the im-
age. Therefore, in order to automatically identify sunflower seed-
lings, this study uses the maximum variance automatic threshold
method. This method is an adaptive threshold method. Its calcu-
lation is simple and stable. The basic idea is to divide all the pixels
in the image into two categories. The pixels less than the thresh-
old T are called background pixels, and the pixels larger than the

threshold T are called the target pixels. N, represents the num-
ber of background pixels, N, represents the number of target pix-

els, mxn represents the size of an image, 6’1 represents the

2 2
o = % (1 (1) - 21 (1)~ 0% (14
4 (1) represents the total average gray level of the
whole image, (1) represents the average gray level of back-

ground pixels, #a (t)represents the total average gray level of
target pixels.

1.4. Algorithm design

According to the above analysis, this paper proposes a
fast segmentation method based on farmland green crop image,
the steps are follows:

(@) The image is divided into small pieces of a region;
each sub region corresponds to a crop seedling.

(b) Pre-process each sub-piece, using the super green
method EXG to get gray scale image.

(c) In order to reduce the influence of noise points on im-
age segmentation accuracy, median filtering method is used to
decrease noise in gray image.

(d) Automatic calculation of optimal threshold T by Ostu
method. The gray value of each pixel is compared with the thresh-
old value, and the pixel is divided into plant or background ac-
cording to the comparison results.

proportion of the number of background pixels, 92 represents the

number of target pixels after segmentation by threshold T. T rep-
resents the optimal segmentation threshold. The calculation
formula is as follows:

n
6, =—
mxn
n
0, =—2
mxn
n +n,=mxn (3)

The gray value t is sequentially taken within the range of
the minimum gray value to the maximum gray value, and the var-

iance o is obtained, when the gray value t =T . The value of
t at this time is the optimal segmentation threshold T .The for-
mula for calculating the variance is as follows:

2 2
(t)_:uT (t)) = 6,6, (:ul (t)_;uz (t)) )

(e) The white connected area of the identified plants is
analyzed and located, ignore the scattered white areas. Using the
method of regional feature extraction, calculate the centroid posi-
tion of the largest polygon composed of plant regions, and mark
the centroid position with small red circle in the image.

(f) If there are other sub-pictures untreated, skip to (b) to
continue.

Results. In this experiment, sunflower images collected
under different illumination conditions were used as materials (as
shown in Fig. 1). The algorithm proposed in this paper was tested
and verified. The identification and location of sunflower seedling
images in farmland was solved.

The algorithm was implemented by MATLAB, and its ver-
sion is r2014a. The operating system of the computer was Win-
dows 10, the computer processor was Intel Core i5, and the
memory capacity was 4G.

This method was used to recognize the sunflower seed-
ling image (Fig. 2). The binarization segmentation result is shown
on Fig. 5.

Fig. 5. Image segmentation results.

The results show that the sunflower seedlings in the im-
age can be identified correctly by using the method of this paper,
regardless of the illumination intensity and the interference of im-
purities in the soil background. After obtaining the integral binary
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image of sunflower seedling plant area, the centroid position of
the largest polygon composed of plant area was calculated by
region feature extraction method, and marked with small red cir-
cle. The marking result is shown on Fig. 6.
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Fig. 6. Centroid of the crop image.

Discussion. 100 sunflower seedling images were taken
for recognition, in order to verify the effectiveness of the algo-
rithm, and compared with Cr color difference method in YCbCr
color space. 10 representative images were extracted from

100 images for processing and analysis (Reference to table 1).
The relative error rate was calculated by comparing the seg-
mented seedling area with the actual area (Reference to table 2).

Tabel 1
Segmentation results of seedling area (Pixel)
Num Extra Green Cr Manual caculation
1 2862 2792 2812
2 2571 2490 2550
3 1753 1660 1745
4 2855 2693 2812
5 1832 1776 1816
6 2800 2605 2720
7 2495 2346 2486
8 2865 2690 2800
9 2280 2170 2273
10 2250 2170 2240
Tabel 2

Relative error of segmentation (%)

Num Extra Green Cr
1 1.78 0.71
2 0.82 2.35
3 0.46 4.87
4 1.53 4.23
5 0.88 2.20
6 2.94 4.23
7 0.36 5.63
8 2.32 3.93
9 0.31 453
10 0.45 3.13

It can be seen from the result of table 2 that the segmen-
tation effect of Extra Green with Ostu threshold segmentation
method is better than that of color difference Cr with Ostu thresh-
old one. It can eliminate the disturbance of soil background and
light change to some extent, and can adapt to the growth envi-
ronment of crop seedlings.

Conclusions. In our study, the identification and location
of sunflower seedlings in farmland were researched. A fast seg-
mentation method based on green crop image was proposed. It
used color characteristics of green crops and background soil,

and carried out gray scale and binarization of images. The seg-
mentation and location of green crops from farmland images were
realized, which provides scientific basis for the next step of seed-
ling management.

The rate of emergence of a certain area in the farmland
can be obtained and provide scientific guidance for supplement-
ing and thinning seedlings. The experimental results showed that
the algorithm can effectively extract and locate the green crop
seedlings from the image, and realized the non-destructive meas-
urement of crops.
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XaHb SdpeH, acnipaHm, Cymcbkull HauioHanbHUl agpapHull yHisepcumem, Cymu, YkpaiHa; XeHaHCbKUG iHCmumym Hayku i
mexHonoeit, M. XeHaHb, KHP

BaH Cinbgha, acnipaHm, Cymcbkull HauioHanbHUl azpapHull yHisepcumem, Cymu, YkpaiHa; XeHaHCbKul iHCmumym Hayku i
mexHonoeit, M. XeHaHb, KHP

OHuyko Bikmop leaHosuy, kaHOudam CinbCbko2ocnodapcbKux Hayk, 0oueHm, CyMcbKull HauioHanbHuUl agpapHuUll yHieep-
cumem, M. Cymu, YkpaiHa

3y6ko Bnaducnae Mukonatiosud, kaH0udam mexHiyHux Hayk, doueHm, CymebKul HaujoHanbHUl agpapHull yHisepcumem,
M. Cymu, YkpaiHa

Jli Fyoxoy, kaHAuOam Hayk (meopisi ynpasniHHa ma iHxeHepis), npogbecop, XeHaHCbKul iHCmumym Hayku i mexHonogit,
M. XeHaHb, KHP

PO3IMI3HABAHHA TA JIOKANI3ALIA CXO4IB ClilbCbKOIrOCINOQAPCbKUX KYJIIbTYP HA OCHOBI AHANI3Y LinN®-
POBUX 306PAXEHb

3 po3sumKom yughposUX MexXHOM0RIl MOXHA 3 Ie2KICMI0 OmpPUMamu 8eJTUKY KiflbKicmb 306paxeHb CiflbCbKo2ocno0apChbKux
yeidb. 3a80sKu echekmuBHOMY aHasisy makux Uugposux 306paxeHb, MU OMPUMyeEMO iHGhopMaUilo CmMoCcoBHO memnig pocmy Cifb-
CbK020CN00apChbKUX Kynbmyp, W0 MOXe NoKpawumu cinbCbkoeocnodapcske supobHUYmMeo. EdpekmusHicms mpaduyitiHo20 MOHi-
MOpUHay pocmy Ky/bmyp Hesucoka, 0cobnugo Ha 8eUKUX CiflbCbk020cn00apChKux yeiddsx, OCKinbKu makull MOHImopuHe 3alivae
6azamo yacy. Lmy4Huli Memod obMexye ceoeyacHicmb NPUUHAMMS HayKoBUX pilieHb wodo HeobxidHocmi 06POBKU CifbCbko20C-
nodapcbKux yeidb. lpoepecusHi yughposi mexHonoaii ma mexHonoaii 06pobku 306paxeHnb 8idKpUsaomMb HOBUL CNocib MOHIMOpPUHeYy,
AKul He 3aedae WKOOU CinbCbKo20cn0dapCuKuM Kynbmypam. Pe3ynbmamu aHanisy 306paxeHb MOXyms donomoamu agposupobHu-
Kam weudKo | MOYHO OUiH8amu memnu pocmy Kynbmyp, Wo Cnpusimume npuiHAMI0 weudKux ma eqhekmusHUX ynpagmiHCbKUX
piweHb. O6'ckmom QocnidxeHHs € ompumaHi 306paxeHHs cxodig COHAWHUKY Ha CiibCbko2ocnodapcbKux y2iddsx. OCHOBHUU 3micm
docnidxeHHs nonsizae y po3niaHagaHi 3es1eHUX ¢xodie Ha rpyHMogoMy hoHi. 3anponoHosaHo Memo0 po3ni3HagaHHs X00i8 COHSIU-
HUKY Ha ocHosi 30Haujii dinsiHok 3a konbopom | Memody Ouy Ansi 0byucieHHs Nopo208020 306paxeHHs. Lleti memod npocmuli y
3acmocysaHHi ma Moxe 6ymu npucmocosaHul 0515 ceameHmauii 306paxeHsb Cilbcbko20cnodapcekux yeidb, W0 3aknadae 0CHogY
n1st npouecy nokanizauii makux Kynbmyp. [pyHMy4UCh Ha pesynbmamax po3nizHaeaHHs 306paxeHb, 3a805KU an2opummy cxodu
Kynbmyp MOXymb 6ymu fiokanizosaHi. 3asdsku weudkil ideHmugpikauii cxodig COHAWHUKY, MOXHa 8U3Ha4yumu QinsHKU i3 npo2anu-
Hamu, e 3iliwnu He yci cadxanui. Abo Hasnaku, susHayumu QifsHKU i3 ywlinbHeHuUMu cxo0amu, de Kinbkicmb cxodie nompibHo 3me-
Hwumu. Aneopumm 3abesneyye ocHosy 015 Mo4YHO20 ynpasniHHs. OmpumaHi pe3ybmamu nokasyrmb, WO anzopumm i3 KOMNOHe-
HMOM BU3HaYEHHs 3€/1eH020 KObOPY MOXe WBUOKo ma eghekmusHo ideHmugbikygamu cxo0u COHAWHUKY Ha rpyHmMogomy hoHi ma
Ha OCHO8i po3ni3HagaHHs 30bpaxeHb nokanizysamu maki cxodu. Llel aneopumm He Yymiusuli 00 80/1020CMi IpyHMy ma ymog 0cei-
MIEHHS, @ MaKOX MeHWe CXunbHull 00 8nnugy 3anuwKogo20 nokpusy yeidb, Momy 8iH Moxe 3acmocogygamucsi 0 pi3HUX munig
rpyHmy. Okpim yb020, makuti MemoO € npuknadom HepyliHIBHO20 MOHIMOPUHaY ¢X00i8 COHAWHUKY.

Knroyoei cnoea: ceameHmauisi 306paXxeHHs; MaWUHHUL 3ip; KOMIPHI 03HaKU; 8USHAYEHHS 3e/1eH020 KOMbopy; adanmugHul
mMemod nopo2080i 06pobKU 306paxeHb.

Llama Hadxo0xeHHs1 o pedakuii: 01.12.2020 p.

BicHuk CymcbKoOro HauioHanbHOro arpapHoro yHiBepcurteTty

39

Cepisa «ArpoHomis i Gionorisi», Bunyck 4 (42), 2020



